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Abstract: Automatic speaker recognition is a field of study attributed in identifying a person from his or her voice. It is
widely used in biometric security system, phone banking and other relevant applications. In this context, this project involves
on the development of a Matlab based text independent speaker recognition system. A literature review is carried out to
identify techniques as well as theories behind speaker recognition. From the literature review, a model is developed that
simulatesthe biological speech production systemin human being. Thismodel is used to derive a mathematical representation
of the speech signal. Feature extraction method known as Mel Frequency Cepstrum Coefficient (MFCC) is used to extract
speaker discriminative features from the mathematical representation of the speech signal. After that a feature matching
method known as Vector quantization is implemented using the LBG Algorithm. Feature matching is carried out in order to
cluster the speech features into groups of specific sound classes. This step isrequired in order to realize a text independent
system. Finally analysis is carried out to identify parameter values that could be used to increase the accuracy of the

system.
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1. INTRODUCTION

Automatic speaker recognition isthe useof amachine(i.e.
software or hardware) to recognize a person from a spoken
phrase. This is done by identifying characteristic acoustic
features of their voicewhich isunique. Thismakesit possible
to usethe speaker’svoiceto verify their identity and can be
used to control access to services such as voice dialing,
banking by telephone, database access service, security
control for confidential information area and remote access
to computers. Basically prior to a verification or
identification session, users that are authorized to use the
system will need to undergo enrollment session, where they
provide speech samplesthat will be processed and stored in
the databasein order to be used later during theidentification
process. Hereonly certain important featuresthat are unique
to individuals are extracted while other redundancies are
discarded.

The use of personal features, uniquetoall human being
to identify or to verify a person’s identity isafield that is
being actively researched. This can be seen in the usage of
finger print, retina pattern and voice pattern in various
applications to identify or to verify the identity of an
individual. The use of fingerprint is perhaps one of the
earliest applications of biometrics or personal features, to
identify a person. Herein this review the focusis more on
voice identification. Speaker or voice verification/
identification can be classified as shown in Fig. 1. The

speaker recognition system consists of the following steps:
Speaker identification; in this system, when a user inputsa
test utterance, the system will identify which of the speaker
made the utterance according to the speech patterns stored
in the database. Therefore herethe output will be either the
name of theuser or the system will rgect if the users speech
pattern is not in the database.

1.1 Speaker Verification

In thissystem, the user inputs atest utterance together with
his or her ID number. Here the system verifies a person‘s
identity claim by comparing the sample of their speech stored
in the databaseto that of the claimed identity. The expected
result is accept or reject theidentity claim.

1.2 Text Independent

When a system is said to be text independent, the user can
utter any text during the input of test utterance. Here,
different text uttered by the same person will produce the
same pattern. Therefore user will haveto provide only the
voi ce sample during the verification process.

1.3 Text Dependent

Here the restriction is that the text uttered during the test
session should beidentical to the one stored in the database.
Thisisbecausethe pattern extracted from the speech sample
takes into account the word or text that is being uttered,
therefore different text uttered from the same person will
have different pattern. Therefore here the user needs to
provide hisvoice sample aswell asthe appropriate password.
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Figure 1: Classification of Speaker Recognition

2. FEATURE EXTRACTION

The main objective of feature extraction is to extract
characterigticsfrom the speech signal that areuniqueto each
individual which will be used to differentiate speakers. In
this context, mathematical representation of a speech signal
developed in 2.2.1, reveals that speech signal x[n] is
composed of convolution between glottal pulseu[n] and the
vocal tract impulseresponse h[n] asshown in equation (2.1).
Sincethe characteristic of thevocal tract isuniquefor each
speaker, the vocal tract impulse response can be used to
discriminate speakers.

Therefore in order to obtain the vocal tract impulse
response from the speech signal, adeconvol ution algorithm
known asthe Me Frequency Cepstrum Coefficient (MFCC)
isapplied. Thisagorithm transformsthe speech signal which
is the convol ution between glottal pulseand thevocal tract
impul se response into a sum of two components known as
the cepstrum that can be separated by band passlinear filters,
if thereisno frequency overlapping. For speech signal, this
is feasi ble since analysis have shown both the glottal pulse
and the vocal tract impulse response has different spectral
variation or frequency [1, 2].

2.1 The Mel Frequency Cepstrum Coefficient

The Mel Frequency Cepstrum Coefficient (MFCC) is used
to resolve the speech signal into sum of two components.

Speaker Recognition
Speaker Speaker
Identificatio Verificatio
Text Text Text Text
dependent independen dependent independen

Thiscomputation is carried out by taking the inverse DFT
of the logarithm of the magnitude spectrum of the speech
frame. This can be shown below (2.2):
x"[n] =IDFT { log (DFT{ h[n]*u[n] } ) }

=hA[n] + u’[n] (2.2)
Where h"[n], u*[n] and x"[n] arethe complex cepstrum of
h[n], u[n] and x[n] respectively.

From (2.2), the convolution of the two components is
changed to multiplication when Fourier transform is
performed. Then by taking logarithm, the multiplication is
changed to addition. This is basically how the complex
cepstrum x~[Nn] is obtained. Fig. 3 illustrates the MFCC
computation steps.

2.2 Preprocessing

The first step of speech signal processing involves the
conversion of analog speech signal into digital form. Thisis
acrucial first stepin order to enablefurther processng. Here
the continuous time signal (speech) is sampled at discrete
time points to form a sample data signal representing the
continuoustimesignal . After sasmpling thesignal, samples
are quantized to produceadigital signal [5].

Themethod of abtaining a discrete time representation
of acontinuoustimesignal through periodic sampling, where
a sequence of samples, x [n] is obtained from a continuous
timesignal x (t), according to therelationship stated in (2.3).
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Figure 2: Functiona Block Diagram of Automatic Speaker Recognition System Implementing Speaker Identification
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Figure 3: MFCC Computation
X[n] =x(nT) (2.3) sationary behavior over a short period of time (20-40ms).

In equation (2.3), T isthesampling period and /T =fs
isthe sampling frequency, in samples/ second [3].

It is apparent that more signal datawill be obtained if
the samplesaretaken closer together (by making T smaller).
But the problem hereisthat, what isthe required sampling
ratein order for a continuous signal to be well represented
in digital form without any significant loss of information.
This can be solved if the highest frequency of a particular
signal is known and the minimum sampling rate can be
obtained from the uniform sampling theorem which states
that:

If the highest frequency contained in an analog signal
X(t) is fmax, then x(t) is completely specified by samples
taken at the uniform rate fs > 2 x fmax. The minimum
sampling rate, fs= 2fmax, isreferred to asthe nyquist rate.
Signal sampled at aratelessthan nyquist rateisreferred to
as undersampling and causes the aliasing effect. Aliasing
occurswhen the higher frequency sgnal components appear
as lower frequency components which cause the spectrum
of thesignal to overlap [5].

Thesize of the samplefor adigital signal isdetermined
by the sampling frequency and thelength of the speech signa
in seconds. For exampleif a speech signal isrecorded for 5
seconds using sampling frequency of 10000 Hz, the number
of samples= 10000 x 5s = 50000 sampl es.

Basically theanalog to digital conversion aswell asthe
noise filtering is performed when the voice is input using
the microphone and processed using the audio/ sound card
in the computer.

2.3 Framing

Framing is the process of segmenting the speech samples
obtained from the A/D conversion into small frames with
timelength in the range of 20t0 40 ms.

From the discussion in 2.2 on the human speech
production, speech signal is known to exhibits quasi-

Therefore framing enablesthe non-stationary speech signal
to be segmented into quasi-stationary frames.

The purpose of framing is to enable fourier transform
of the speech signal. This is because a single fourier
transform of theentire speech signal cannot capturethetime
varying frequency content dueto the non-stationary behavior
of the speech signal.

Therefore fourier transform is performed on each
segments separately [7].

If the frame length is not too long (20-40ms), the
properties of the signal will not change appreciably from
the beginning of the segment to theend. Thus, the DFT of a
windowed speech segment should display the frequency—
domain properties of thesigna at thetime corresponding to
the window location.

If theframelength islong enough sothat the harmonics
are resolved (>80ms), the DFT of a windowed segment of
voiced speech should show a series of peaks at integer
multiples of thefundamental frequency of thesignal in that
interval. Thiswould normally require that the window span
several periods of the waveform.

If the frame istoo short (<10ms), then the harmonics
will not beresolved, but the general spectral shapewill till
be evident. This is typical of the trade — off between
frequency resolution and timeresolution that isrequired in
the analysis of non stationary signals[3].

2.4 Windowing

In all practical signal processing application, it isnecessary
to work with short term or frames of the signal. Thisisto
select aportion of the signal that can reasonably be assumed
dtationary. In the previous step a speech sampleis segmented
into frameswith quas stationary speech segments. The next
step is to perform windowing on the speech segments.
Windowing is performed to avoid unnatural discontinuities
in the speech segment and distortion in the underlying
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spectrum. Thisisto ensure that all parts of the signal are
recovered and possibl e gaps between frames are eliminated
[7, 3]. Some of the most commonly used windows are Kaiser,
hamming, hanning and Blackman window. These windows
are symmetric about the time (N-1) / 2, where N is the
duration of thewindow. Figure 4 showsthetimeplot of these
windows.

The choice of thewindow is atrade off between several
factors[1]:

The window shape may reduce distortion, but it may
increase dgnal shapeadteration. Thelength N isproportional
to thefrequency resolution and inversely proportional to the
timeresolution.

In speaker recognition, the most commonly used
window shape is the hamming window, whose impul se
responseisaraised cosineimpulse (2.4) :

n=0,.,N-1

0.54- O.46cos[2nn/ N —1]
w(n) = .
0 othewise

(2.4)
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Figure 4: Comparison between Various Windows

The side lobes of thiswindow are much lower that the
rectangular window, which means leakage effect is
decreased, although resolution is also appreciably reduced

[1].
2.5 Discrete Fourier Transform

Fourier seriesenables a periodic function to berepresented
asasum of sinusoids and to transform afunction in thetime
domain into the frequency domain. The same analysis can
be carried out on non periodic functions using fourier
transform. Therefore thisis why fourier transform is used
due to the non periodic behavior of the speech signal [9].
Referring back to 2.3, The basis of performing fourier
transform isto convert the convolution of the glottal pulse
u[n] and the vocal tract impulse response h[n] in the time

domain into multiplication in the frequency domain. This
can be supported by the convolution theorem (2.5) [9].

If X(w), H(w) and Y (w) are the fourier transform of
X(t), h(t) and y(t) respectively, then

Y (w) =FT [ h(t) * x(t) ] = H(w) x X(w) (2.5)

In analyzing speech signals, discretefourier transform
isused ingtead of fourier transform, becausethe speech sgna
is in the form of discrete number of sample due to
preprocessing. Thediscretefourier transform is represented
by the equation (2.6)

Where X (k) isthe fourier transform of x(n).

N-1

X (k+1)=>" x(n+1pg"

=0

>

(27
Where — N (2.6)
W o—e J[iJ

N

2.6 M€l Filter bank

The information carried by low frequency components of
the speech signal is more important compared to the high
frequency components. In order to place more emphasize
on thelow frequency components, mel scaling is performed.

A mel scale is a unit of special measure or scale of
perceived pitch of atone. It does not correspond linearly to
the normal frequency, but behaveslinearly below 1 kHz and
logarithmically above 1 kHz. Thisisbased on studies of the
human perception of the frequency content of sound. The
equation (2.7) showstherelationship between frequency in
hertz and mel scaled frequency [2, 7].

Frequency (mel scaled) = 2595 log (1 + f (Hz) / 700)
2.7

Amplitude

v

(a)
Mel scale frequency

Amplitude

(b) frequency

Figure 5: (a) The Filter Bank in Mel Scale Frequency (b) The
Flterbank Representation in Normal Frequency
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From Figure 5 (a), in the mel frequency scale, it can be
seen that the center frequency of each triangular filter is
spaced uniformly with respect to each other. But the spacing
between the centrefrequency increases|ogarithmically when
the scaleis changed to Hertz as shown in Figure 5 (b).

Toimplement thisfilterbank, the magnitude coefficient
of each fourier transformed speech segment is binned by
correlating themwith each triangular filter in thefilterbank.
Here binning meansthat each fourier transformed magnitude
coefficient ismultiplied by the corresponding filter gain [10].

2.7 Logarithm

Fromthediscussionin 2.3.1, it isknown that logarithm has
the effect of changing multiplication into addition. Therefore
this step smply convertsthe multiplication of the magnitude
of thefourier transform intointo addition.

2.8 IDFT

Earlier discussion in 2.3 reveal ed that the speech signal is
represented as a convol ution between slowly varying vocal
tract impulse response and quickly varying glottal pul se.
Therefore by taking the inverse DFT of thelogarithm of the
magnitude spectrum, the glottal pulse and the impulse
response can be separated.

3. FEATURE MATCHING

In the previous section 2.3, the feature extraction process
was discussed where speaker discriminative features are
extracted from the speech signal. In this section, the
classification or clustering method known as vector
guantization isdiscussed. Thismethod ispart of thedecision
making process of determining theidentity of a speaker based
on previoudy stored information. This step is basically
divided intotwo parts, namely training and testing. Training
is a process of enralling or registering a speaker to the
identification system database by constructing a model of
the speaker based on the features extracted from the
speaker* s speech sample. Testing isaprocess of computing
amatching score, which isthe measure of similarity of the
features extracted from the unknown speaker and the stored
speaker models in the database. The unknown speaker is
identified asthe person having the minimum matching score
in the database.

3.1 Vector Quantization

Vector quantization (VQ) isalossy data compression method
based on theprinciple of block coding. Itis afixed-to-fixed
length algorithm. In the earlier days, the design of a vector
guantizer is considered to be a challenging problem due to
the need for multi-dimensional integration. In 1980, Linde,
Buzo, and Gray (LBG) proposed a VQ design algorithm
based on atraining sequence. The use of atraining sequence
by passesthe need for multi-dimensional integration. AVQ
that is designed using this algorithm are referred toin the
literature as an LBG -V Q. A VQ is nothing more than an
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approximator. Theideaissmilar tothat of rounding off (say
to the nearest integer). An example of a 1 dimensional VQ
isshownin Figure6.

Figure 6: 1 Dimensiona VQ

In Figure 6 every number lessthan -2 is approximated
by -3. Every number between -2 and 0 are approximated by
-1. Every number between 0 and 2 are approximated by +1.
Every number greater than 2 are approxi mated by +3.

An example of a 2-dimensional VQ is shown in
Figure7:
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Figure 7: 2-dimensional VQ

Here, every pair of numbersfallingin aparticular region
are approximated by a star associated with that region. Note
that there are 16 regions and 16 stars. Therefore the 2
dimensional vector in thiscaseare clusteredinto 16 different
cluster or codevectors.

In automatic speaker recognition, vector quantization
isused to cluster or group together feature vectors extracted
from the speech sample according to their sound classes as
discussed in section 2.2, i.e. quasi periodic, noise like and
impulselike sound. Thiscan also be seen infigure 2.2. Hence
each cluster or centroid represents adifferent class of speech
signal. Thisenablesatext independent speaker recognition
system to be realized because the speech vectors are not
clustered according to the spoken words but clustering is
based on sound classes [7]. In the testing or identification
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session, the euclidean distance between the feature vector
and codebook for each speaker iscal culatedand the speaker
with the smallest average minimum distanceis picked.

During thetraining session, aspesker ismodeed asa set
of feature vectors generated from his/ her voicesample. The
speaker models are constructed by clustering the feature
vectorsin K separate clusters. Each dugtersisthen represented
by a code vector, which is the centroid (average vector) of
the cluster. The resulting set of code vectors is called a
codebook, and it isstored in the speaker database. Therefore
each speaker have theirs own sa of codebook stored in the
database. In the codebook, each vector represents a single
acoustic unit typical for the particular speaker.

The matching of an unknown speaker isthen performed
by measuring the euclidean distance between the feature
vector of the unknown speaker to the model (codebook) of
the known speakersin the database. The goal isto find the
codebook that has the minimum distance measurement in
order toidentify the unknown speaker.

4. SOFTWARE SIMULATION AND ANALYSIS

In this chapter, the Automatic Speaker Recognition (ASR)
software that has been developed using Matlab 6.5 is
demonstrated. Figure 8 showsthe main command window
for the software.

) speechrecognition

Options

=1

Automatic Speaker Recognition System

Training

Identify

Exit

Figure 8: ASR Main Command Window

4.1 Registering a New User

The new user registration dialog box isdisplayed when the
training button in themain command window (Figure8) is
clicked. Figure 9 shows thisdial og box.

The dial og box prompts the user to enter a 6 character
ID. ThisID will beused asatag for the speech featurethat
will be stored in the database. If the user enters an ID that
already existsin the database an error messageis displayed
as shown in Figure 10.

When the start recording button is clicked, the system
will start recording the user speech sample. If thereis an
error in the input speech, an error message prompting the
user to provideanother speech sampleisdisplayed as shown
inFigure11

Please enter the user ID. The length should be 6 character
in length. If the ID already exists in the database. you will
be promted to choose another ID.

=101 x|
User D sample

You have 5 seconds to record your voice. press the below
button to start recording

Start recording |

Figure 9: New User Registration Diadog Box

=i

~Your user ID should be 6 character in length 11l

Figure 10: ID Error Message

There was an error in recording your speech signal
please record again.

« |

Figure 11: Input signal error message

P Tl

When the registration processis successful, a message
appearsasshown in Figure 12.

=T

Record your voice for 5 seconds for the system
to identify your voice. press the start button to start

recording
Start Recording Calculate I

Matchina

Result

Figure 12: Registration Complete Message

4.2 Speaker ldentification

The speaker identification dialog box as shown in Figure
13 appearswhen theidentify button on the main command
window isclicked. Heretheuser will be prompted to provide
aspeech samplein order for the system toidentify the user.
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When the speech sample has been provided, clicking
the calculate button in Figure 13 will display the matching
scoreaswell astheidentified user. The user isidentified by
sel ecting the minimum matching score. This is shown in
Figure 14.

Your speech pattern was successfully added to
the speech database

x|

Figure 13: Speaker Identification Dialog Box

=101 x|

J Identification

Record vour voice for
to identify your voice. P

<o
recording
Start Recording

seconds for the system
o Start button to start

Calculate

Result

The unknown user is faizal

Figure 14: Matching Score Calculation and Identified User

4.3 Analysis

The ASR software is designed in such a way that the user
can adjust certain parametersthat is associated tothefeature
extraction and matching process. This enables analysis to
be carried to study the effect of changing these parameters
in the accuracy of the system. Figure 15 shows the options
that could be selected when the option tab on the main
command window is clicked. The following sections 4.3.1
and 4.3.2 shows the effect of changing the parameters
associated to MFCC and vector quantization on the
efficiency of the system. The methodol ogy used to calculate
the efficiency of the system is by measuring the difference
in distance measurement between two users when one of

Vector Quantization
Input Signal

I [=] |

matic Speaker Recognition System

Training
Identify Exit

Figure 15: Speaker Recognition Software Options
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the users is being identified. Higher matching score
difference shows higher efficiency because this enablesthe
discriminative ability of the system toincrease.

4.3.1 Mel Frequency Cepstrum Coefficient

The MFCC option dialog box enable the user to adjust
parameters such as number of frames, frame size (number
of samples per frame) and number of filtersin md filterbank.
Thisisshownin Figure 16.

MFCC

=101 ><1

Mel Frequency Cepstrum Coefficient is a feature extraction method where
the unique feat of a = signal is d. the below
parameters are used in the MFCC analpsis.

No of frames
| 83

No of frames overlaping
| s

Each frame size
| 256

No of melfilters in melfilterbank.

| 3=
oK I Cancel I
Figure 16: MFCC Options Dialog Box

43.1.1 FrameSze

Theframesizeis changed from 200 to 500 sampl es per frame.
Other parameters areleft unchanged. Distance measurement
for each case is shown in Table 1. Figure 17 shows the
matching score difference as a function of frame size.

Table 1
Distance Measurement for Different Frame Size

Number of Speech pattern Distance measurement
samples per in database (matching score)
frame for speaker 1
200 Speaker 1 3.29750
Speaker 2 4.58755
Difference 1.29005
300 Speaker 1 3.53254
Speaker 2 4.91759
Difference 1.38505
400 Speaker 1 3.49640
Speaker 2 5.10682
Difference 1.61042
500 Speaker 1 3.26857
Speaker 2 4.40645
Difference 1.13788
Fixed parameters
Number of frames 120 frames
Number of samples overlapping 70 samples
Number of mel filters 20
Number of code vector 12
Splitting parameter 0.02
Sampling frequency 10000 Hz
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Figure 17: Matching Score Difference asa Function of Frame Size

From the Figure 17, it can be seen that the matching
score difference which is associated to the identification
efficiency increases when the frame size which represents
the number of samplesper frameisincreased. Theefficiency
reaches its highest point when theframe sizeisincreased up
until 400 samples per frame. Further increase in the frame
size causes the efficiency to decrease. The frame size from
200 to 400 represents a time length of 20 to 40 ms. From
section 2.2, itisknown that the speech signal shows quasi —
dtationary behavior for the time interval of 20 to 40 ms.
Therefore for the frame size higher than 400, the speech
segment shows non stationary behavior and this causes the
efficiency to decrease.

4.3.1.2 Med Filterbank Sze

The size of mel filterbank is changed from 5 to 35 and the difference
in matching score is measured. Table 2 shows the effect of changing
the number of md filters on the matching score difference. Figure 18
shows the matching score difference as a function of me filterbank
size.

Table 2
Distance Measurement for Different Filterbank Size

Number of Speech pattern Distance
melfilters in database measurement (matching
score) for speaker 1
5 Speaker 1 0.97172
Speaker 2 1.0793
Difference 0.10758
10 Speaker 1 1.87023
Speaker 2 2.70960
Difference 0.83937
15 Speaker 1 2.58963
Speaker 2 3.69096
Difference 1.10133
20 Speaker 1 3.49640
Speaker 2 5.10682
Difference 1.61042

contd. table

25 Spesker 1 3.59349
Speaker 2 5.26192
Difference 1.66843
30 Spesker 1 3.98954
Speaker 2 6.90351
Difference 2.91397
35 Spesker 1 4.82648
Speaker 2 7.02025
Difference 2.19377
Fixed parameters
Number of frames 120 frames
Frame size (samples / frame) 400 samples
Number of samples overlapping 70 samples
Number of code vector 12
Splitting parameter 0.02
Sampling frequency 10000 Hz
1.8
1.6 /\
1.4
1.2 —_ \\

1

0.8
0.6

0.4
0.2

Matching score difference

0

200 300

Frame size (samples/ frame)

400 500

Figure 18: Matching Score Difference as a Function of Mel

Filterbank Size

4.3.2 \ector Quantization

Thevector quantization dial og box enablestheuser to adjust
parameters such as number of code vectors and splitting
parameter. Thisisshown in Figure 19.

) ¥qOptions

Vector Quantization

=10

Yector quantization is a clustering method used to cluster
or group speech pattem according to certain characteristics

No of codevectors

16

Splitting parameter
{0

0K Cancel

Figure 19: VQ Options Didog Box
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4. CODE VECTOR SIZE

The code vector sizeis changed from 1 to 18 to identify the
effect on the efficiency. The methodology used is the same
as in the previous section. Table 3 shows the distance
measurement. Figure 20 showsthe matching scoredifference
as afunction of code vector size.

3
8 25 ~~
c
o
g 2
k-]
§ 15
g
£
L
T 0.5
=

0

1 2 3 6 12 18
Number of code vectors

Figure 20: Matching Score Difference as a Function of
Codevector Size.

Table 3
Distance Measurement for Different Codevector Size

Number of Speech patternin  Distance measurement
codevector database For speaker 1
1 Spesker 1 1.62882
Speaker 2 4.40978
Difference 2.78096
2 Spesker 1 1.95466
Speaker 2 4.20694
Difference 2.25228
3 Spesker 1 2.39033
Speaker 2 3.85462
Difference 1.46429
6 Spesaker 1 3.34617
Speaker 2 4.44338
Difference 1.09721
12 Spesaker 1 3.49640
Speaker 2 5.10682
Difference 1.61042
18 Spesker 1 3.56294
Speaker 2 4.70508
Difference 1.14214
Fixed parameters
Number of frames 120 frames
Frame size (samples / frame) 400 samples
Number of samples overlapping 70 samples

Number of melfilters 20
Splitting parameter 0.02
Sampling frequency 10000 Hz
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4.3.2.2 Slitting Parameter

The splitting parameter is changed from 0.01 to 0.04 to
investigate the effect on the efficiency. Thisisshown in Table
4. Figure 21 shows the matching score difference as a
function of splitting parameter.

Table 4
Distance M easurement for Different Splitting parameter
Splitting Speech pattern Distance measurement
parameter in database For speaker 1
0.01 Speaker 1 3.10937
Speaker 2 4.37776
Difference 1.26839
0.02 Speaker 1 3.49640
Speaker 2 5.10682
Difference 1.61042
0.03 Speaker 1 3.05611
Speaker 2 4.33347
Difference 1.27736
0.04 Speaker 1 3.04985
Speaker 2 4.22286
Difference 1.17301
Fixed parameters
Number of frames 120 frames
Frame size (samples / frame) 400 samples
Number of samples overlapping 70 samples
Number of melfilters 20
Number of codevector 12
Sampling frequency 10000 Hz
1.8
1.6 L
g 1.4
1.2
H 1
E oo
P os
g 0.4
0.2
o]
0.01 0.02 0.03 0.04
Splitting parameter

Figure 21: Matching Score Difference as a Function of Splitting
Parameter

4.3.3 Input Signal

The input signal dialog box enables the user to
adjust parameters such as sampling frequency and recording
time for training and identification. This is shown in
Figure 22.
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- inputSigOptions =101 x|
Input Signal

The input signal is the speech pattern provided by the user.
the sampling frequency and the recording time determines
the size of the speech sample

Sampling frequency

| 10000

Recording time for training speech signal

|5

Recording time for Identification

|5

0OK | Cancel |

Figure 22: Adjust Parameters Such as Sampling Frequency and
Recording Time for Training and Identification

4.4 Result

Identification is carried out by using 10 different
speakers. First each of these speaker’s speech pattern is
stored in the speech database. Then Identification iscarried
out for each of these speakers. The phrase uttered during
theregistration sessionis”International Islamic University
Malaysia’. And during the identification session, the
speakersarefreeto utter any phrase. Theresultsare as shown
in Table 5.

4.5 Database Setup and Configuration

In ASR software, two different databases are used to store
the user ID and the codebook for each registered user
respectively. For the user ID, Microsoft access database is
used. Whilethe codebook of each user isstored in theform
of Lotus 1-2-3 file format. The filename used to save the
codebook isthesame asthe user ID. Thereforeprior to usng
the ASR software both Microsoft Access and Lotus 1-2-3
should beinstalled in the PC.

4.5.1 Codebook Database

The codebook for each registered user is saved in afolder
named ‘c:\f_codebook\’ in the c drive. The user must make
sure that afolder is created in the c drive using the above
mentioned nameto avoid any error when running the ASR
software. Lotus 1-2-3 file format is used to save the
codebook.

45.2 User |D Database

The user 1D database uses Microsoft Accessto save the ID
of aregistered user. Before the database could be accessed
from the ASR software, apointer or an interfaceis created
to enable Matlab to have access to the database. The
following step shows how to establish thisinterface.

To set up the data source:

(1) FromtheWindows Start menu, select Control panel
-> Administrative Tools-> Data Sources (ODBC).
The ODBC Data Source Administrator dialog box
appears, listing any existing data sources. Thisis
shown in Figure 24.
Select the User DSN tab. A list of existing user data
sources appears.Click Add and a list of installed
ODBC drivers appears in the Create New Data
Sourcedialog box. Thisis shown in Figure 25.
Select Microsoft Access Driver (*.mdb) and click
finish. The ODBC Setup dialog box appears as
shown in Figure 26 for the selected driver. Usethe
name ‘ cbook’ for the data source name. Thenin the
ODBC Setup dialog box, click Select. The Select
Database dial og box appears as shown in Figure 26.
In the select database dial og box asshown in Figure
27, select the *userIDdbase’ database in the ASR
Software folder. Click OK to close the Select
Database dialog box. Then Click OK to close the
ODBC Data Source Administrator dialog box. The
user 1D database is now ready to be used with the
ASR software.

2

3)

(4)

Table 5
Matching Score and Result

Database Test speaker’s matching score

speech pattern Hamzah Faizal Zahrin Agasha Taufik Hasnan Shahril Daman
Hamzah 5.8120 7.5655 6.1131 10.2318 8.2844 5.3211 6.1510 7.7343
Faizal 6.3259 6.1165 5.5116 5.0563 6.5766 4.5215 6.8495 8.5216
Zahrin 4.2219 7.4561 4.6528 5.6158 5.1421 7.3212 9.1347 7.9900
Agasha 10.8213 6.8946 3.9461 4.6517 5.9576 6.8465 5.4116 7.5151
Taufik 6.0086 8.9411 8.4653 4.7329 4.9920 4.1646 7.0439 8.4916
Hasnan 6.2046 6.9633 8.1556 8.1412 7.9865 3.6791 9.8494 6.4813
Shahril 6.3371 6.3510 5.4114 4.6514 5.1546 7.8465 5.8017 6.1647
Daman 7.9618 6.9402 4.8165 9.5321 7.1911 5.4989 10.5649 6.0047
Result pass pass fail fail pass pass fail pass
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5 1-2-3 - [C:\f_codebook, sample wkl]

29 File Edit W¥iew Create Range Sheet
=

AAl =|@| 659151 079587555
OE A SIS A TS =T el e )l S
W\
A A =] { c | D | = | = |
1 [CE5915108] 547194412 6.12226966  2.18153175  4.98055247 | 3.76303131
2 2.70187496 | 3.59813203 1.75911089  6.83810979 2.83470199 1.82912591
3 5.84100411 267371157 | 3.96264128| 1.84320319  6.09073716 | 3.11727405
4 | 228172653 250865402 2.62242382 1.92915757 | 067264214 1.92775025
5 0.2618062 | 1.66052948 1.72220201 0.50421764 -0.0156218| 1.38683925
& 0.01664796  2.16988889 | 3.23114813| 056944901 1.62672256 1.65979549
7 0.49238814  0.91824513| 1.80051403| -0.7192836 1.20686812  1.52689219
8 0.94343453 1.21037966 0.07460513 -0.1881007 0.79510508 2.137659367
a -0.140113 | 118820441 112237041 -01678565 093411816 16654944
i) 0.65904989  0.78406393 | 0.6767433 | 0.41460363 0.53624396  0.99765121
11 3.04930771 2.89904702 | 258258646 2.30595678 1.40751412 2.49836499
12 1.64253063 -0.5639213| 0.82146275| 0.98597171 0.98050742  0.03408417
13 1.87172733  0.88968004 | 154913879 224585974 289763644 197397547
14 3.18963552  2.25120565| 2.91320142| 1.84630786 2.30906592 25064713
15 019287459 1.12867941 | 1.20121768| 1.72481057 1.2402593 0.94224505
16 1.04631741  0.90917147 0.80623593 1.460303  0.86844773| 1.77807673
17 1.16672522 _-0.210791 | -0.0645556 | 1.02793092 050258572 0.7617488
-0.1238679| 0.21670605, -06251677| 0.41839251 | 1.76041525| 0.72940636
13 0.90258251  1.03848656 0447771 0.78157322 1.50018032 1.04086638
20 2457721141 1.34544436] 1.45996232] 1.41258084] 1.45597109] 1.72915051
21 -0.3010103 | 0.40547933 0.42236578  0.45020973  -0.0532086 | -0.052963
22 0.04433467 -0.3427485 -0.3004959 -0.5844231 -0 5465242 -1.255641 5
23 -0.0445114| -0.4848332  -0.4988905  -0.0197274 | -04969358| -0.1912787
Figure 23: Sample codebook in Lotus 1-2-3 format
€"10DBC Data Source Administrator 21x1

User DSN | System DSN | File DSN | Drivers | Tracing | Connection Pooling | About |

User Data Sources:

Name | Driver 4| Add... I
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MS SQL Server6-Approach INTERSOLY OEM 3.11 32
MS Sybase SQL ServerApproach INTERSOLY DEM 2,12 32€
Oracle? tables-Approach INTERSOLY OEM 3.11 32
Oracle8 tables-Approach INTERSOLY OEM 3.11 32:€
Visual FoxPro Database Microsoft Visual FoxPro Drivs
Visual FoxPro Tables Microsoft Visual FoxPro Driv

| |

»

An ODBC User data source stores information about how to connect to
the indicated data provider. A User data source is only visible to you,
and can only be used on the current machine.

o ]

Figure 24: ODBC Data Source Administrator
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Figure 25: Create New Data Source

select Database x|
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Figure 26: ODBC Microsoft Access Setup
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5. CONCLUSION AND RECOMMENDATION

Themost important sepsin implementing Automatic speaker
recognition isthefeature extraction and matching. Feature
extraction is used to extract speaker discriminative feature
from the input speech signal, thisisdiscussed in 2.3. Then
feature matching isused to cluster theextracted featuresinto
its sound classes asdiscussed in 2.2 and shown in Figure 3.
The outcome of feature extraction is a speaker model that
can be used to identify a user.

Data Source Name: |cbook 0K I
Description: IUDBE driver for user 1D | I
Cancel
~Database
Database: Help
Select... | Create... | Repair... | Compact... |
Advanced... |
 System Database
(' None
" Database:
Gystem Database,.
Options>>

Figure 27: Select Database Dialog Box

The accuracy of the identification process can be
influenced by certain factors such as different level of
surrounding noise during theregistration and identification
session, the quality of the microphone used to input the
speech signal, the health condition of the speaker i.e. sore
throat and many other factors. Even though it is difficult to
avoid some of these factors, steps should be taken to
minimizethe effect.

From the analysis that was carried out in section 4.3,
parameter values that gives the highest identification
efficiency was found.

Further research could be carried to develop a system
that could identify the gender of a person from the speech
pattern. The ASR software devel oped in this project could
be used to accomplish thistask by making some adjustments
in the parameters used for feature extraction and matching.
Thisis why the ASR software is designed with options as
discussed in 4.3. Furthermore, various other analyses could
be carried out such as age and emation identification of a
speaker from the voice pattern.
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