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Abstract: Edge computing has been a dominant infrastructure for both content offloading and 
computational offloading. The most prominent advantage of edge computing over cloud computing is 
to alleviate the network burden, save battery life, and so forth. Edge computing is locally managed in 
the proximity of end-users. The edge provides the same functionalities as a centralized cloud, but edge 
computing enables end-users to cache or offload content in the proximity of the end-user. By exploiting 
edge computing, users can download, upload, or cache content at a high speed. Current literature 
explores edge computing in several areas, such as education, entertainment, vehicular networks, e-health 
systems, and so on. However, this has not yet been thoroughly investigated at the university level. Our 
research contribution is all about the placement of edge computing at a university, which facilitates the 
stakeholders of a university to store and offload their important work at a nearby data center. The 
simulation results validate our findings and show a very small delay as compared to the traditional cloud 
computing architecture. 

 Keywords:  Edge, cloud, offloading, caching 

 

 

1. Introduction 

Managing the network resources has been a great challenge for network operators [13]. Many 
applications are hosted on remote servers, which overburdens the backhaul network. According to a 
report, network bandwidth is consumed twice each year [12]. On the other hand, the way of interaction 
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with computers has been dramatically changed since 2005 due to the implementation of cloud 
computing [1]. Edge computing has the same infrastructure as cloud computing. However, the only 
difference is their geographical placement, which makes edge computing a promising network 
architecture. In edge computing, the powerful machines are placed in the proximity of end-users [7], 
whereas the centralized cloud computers are far away from User Equipment (UE). Edge computing has 
several advantages over traditional cloud computing, such as speed, security, and privacy, which are the 
major problems in cloud computing which are mitigated by edge computing. Edge computing has been 
hailed as a game-changing architecture for content and computational offloading. Rather than 
managing heavy and expensive computing machines and physical space, edge computing enables end-
users to offload their heavy computational tasks over edge computers. Edge computing offers different 
services such as Software as a Service (SaaS), IaaS (Infrastructure as a Service), PaaS (Platform as a 
Service), and so forth. Some of the renowned cloud applications are Apache Spark [2], Apache Hadoop 
[3], MapReduce [4], One Drive, Google cloud [5]. It enables end-users to offload their content to locally 
managed, powerful edge computers rather than faraway, centralized clouds. Edge computing drastically 
saves the UE battery life, maintains privacy and security, and saves the network bandwidth and so forth. 
Edge computing has been widely exploited in several fields, such as education, health, business, 
banking, industry, smart cities, smart logistics, smart security systems, and so on. However, edge 
computation has not been explored in universities. Edge computing can play a magnificent role in 
universities, where the edge can offer different services to students, teachers, and other officials. These 
services include heavy and costly simulations to be performed over edge computing, storing and 
accessing heavy datasets which can be useful for other stakeholders. Furthermore, the Learning 
Management System (LMS), active directory of emails, video library, and many other services can be 
offered by edge computing at high speeds. Fig. 1 depicts the network architecture of edge computing.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1: Mobile Edge computing Architecture 
 

The contribution of our research can be summarized as follows: 

a. We propose smart computation and content offloading at the university level, in which 
universities can manage their email systems and other applications locally rather than through 
remotely managed data centers. 
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b. We designed two (2) different networks having different hop counts between UE and server 
machines. 

c. Using CISCO packet tracing simulation, we assess the performance of those five (5) networks 
architectures. 

The rest of the paper is organized as follows. Section II outlines the related work. In section III, we 
present the basic architecture of our proposed scheme, and experimental results through extensive 
simulations that verify the effectiveness of our proposed system are presented in section IV. Section V 
concludes the research work. 

  

2. Related Work 
During last few years, the edge computing has emerged as the new disruptive 
technology to change the world. It has facilitated different eras such as IoT [8], Vehicular Networks [9], 
machine learning [10], software defined networks [11] and so on. In [15], li et al,. proposed a mobile 
edge-based computation offloading scheme in for the detection of heart rate in video form. According 
to authors, the combination of both edge computing and cloud computing, also named as multi-layer 
offloading provides best performance. The authors in [14] proposed an offloading strategy on mobile 
edge computing where most suitable edge is decided to unload computation. The offloading choice is 
based upon three different parameters where the first task checks the task size, computation 
requirements, the computation capabilities of corresponding server and bandwidth of network. 
Secondly, authors design a task scheduling model which estimates the time requirement for offloading. 
Finally, the computation offloading performance of edge server is analyzed to investigate the best host 
for content offloading. The proposed technique is useful to select a reliable edge node to offload the 
content. However, analyzing the computation capability of every edge server and measuring the 
networking performance before sending a raw material for offloading consider an unnecessary 
overhead. The proposed scheme neglects the time constraints that is very important in offloading. 
Authors in [16] solved the distance education problem through artificial intelligence in Mobile Edge 
Computing (MEC) infrastructure. In this paper, authors solved different problem of universities and 
college such as distance based engineering talent training, the problem of the unintelligent experimental 
curriculum system and fragmented curriculum content, the problem of backward experimental teaching 
platform and teaching off the mobile network , the problem of inconsistency between experimental 
teaching and the demand of mobile network, the problem of poor portability of experimental teaching 
in distance education. By the implementation of Artificial intelligence over MEC, the ability of students 
can be evaluated and improved. 
 

3. Proposed Architecture 
A. Network Architecture 

In our proposed network architecture, we assume two network infrastructures according to the hops. 
The network – 1 is assumed to be edge computing while network – 2 having 5 hops is a cloud 
computing host. 
 

Network Hops 
01 01 
02 05 
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Table 1 Network Architecture 
It is noteworthy to mention that the performance of each above network topology will be measured in 
simulation environment and their results will be presented.  
 
3.1.1 Network 01 
Network 01 contains one end-user that is directly connected to switch. On the other side, switch is 
connected to server. Figure 2 illustrates network 01. 
 
 

 
 
 

Fig 02: 

Network-1 

 

3.1.2 Network 2 

This network is more enhanced by adding more routers in it. In this network, total 4 routers and two 
switches are included in this network.  

 

 

 

 

 

 

 

Fig 03: 

Network 02 

3.2 Network Performance Analysis 

We analyze the performance of both networks individually. In order to evaluate the performance, we 
use CISCO owned network simulator called packet tracer version 7.2 for windows operating system. In 
every network, a server holds 5 text files as shown in table 2. To measure the delay and throughput in 
every network, every end-user device access and get the file from server. Table 1 illustrates the delay and 
throughput. 
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S. No File Name File Size (KB) 
01 File 1 45 

02 File 2 135 

03 File 3 452 
04 File 4 549 

05 File 5 995 

Table 2 File Size 

 

3.3 Content offloading Policy 

In traditional cloud computing architecture, an end user offloads their content on centralized cloud 
server. Offloading content on centralized cloud occurs privacy and speed issues. When a user wants to 
offload their content on centralized cloud, they have to agrees with terms and conditions of that 
corresponding cloud, after agreement, the cloud owner can access their content, he/she can use it, sell 
it. In such situations a user cannot offload their sensitive content due to privacy issues. Every time 
requesting to cloud for offloaded content can also overloaded the backhaul network. Speed is another 
issue that is faced in traditional cloud computing architecture, as the centralized cloud server is far away 
from the end user, so when the end user request to centralized cloud for their offloaded content, it 
takes some time to process the request due to huge space and hops between end-user and cloud. In our 
proposed mobile edge computing architecture, the pressure upon backhaul is released, thus privacy and 
speed problem is resolved. To elaborate our proposed content caching methodology lets assume case-1 
and case-2 as following: 

Case-1: In an organization, the employees offload their heavy content on cloud, when several employees 
requests for their offloaded content, the backhaul network can overload and speed can suffer due to 
huge space and hops between user and centralized cloud. 

Case-2: In a bank, customer’s accounts and transections details are offloaded on centralized cloud, this 
details / content is accessible by cloud owner which may causes privacy issue, and due to huge space 
between user and cloud, the bank employees cannot get their content quickly. 

Case-1 and Case-2 Solution: In our proposed solution, the data will offload on edge server which is on 
proximity of end-user that will decrease the spaces between end-user and server and ultimately speed will 
increase. If the content offload on edge server, the end-user does not need to request the cloud so the 
backhaul network will also improve. 

It is noteworthy to mention that the performance of each above network topology will be measured in 
simulation environment and their results will be presented.  

 

4. Results 

The experimental results are gained using a packet tracer simulator. Every result given below shows the 
network number, the delay in file access, and throughput in Kbps. 

4.1.1 File 1 Results 
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File 1 is a text file. Its capacity is 45 KB. This file was accessed on both networks as depicted in table 3 
and figure 4 respectively. Moreover, Network 1 shows lowest delay due to 1 hop between end-user 
device and edge server. 
 

Network Delay (ms) Throughput (Kbps) 
01 400 179.1 

02 292 153 
Table 3 File-1 Results

 
Fig 04: File-1 Results 

4.1.2 File 2 Results 
File 2 contains a text file that occupies 135 KB. Following table and figures shows simulated results.  

Network Delay (ms) Throughput (Kbps) 
01 547 247 
02 1011 98 

Table 4 File 2 Results 
 

 
Fig 05: File 2 

4.1.3 File 3 Results 
File 3 contains a text file that occupies 452 KB. Following table and figures shows simulated results.  

Network Delay (ms) Throughput (Kbps) 
01 1590 257 

02 2200 119 
Table 5 File 3 Results 
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Fig 6: File 3 

4.1.4 File 4 Results 
File 4 contains a text file that occupies 549 KB. Following table and figures shows simulated results.  

Network Delay (ms) Throughput (Kbps) 
01 2023 374 

02 2832 90 
Table 6 File 4 Results 

 
 

 
Fig 7: File 4 

4.1.5 File 5 Results 
File 5 is a text file having 995 KB storage space. Following table shows delay and throughput on all five 
networks.  

Network Delay (ms) Throughput (Kbps) 
01 3979 641 

02 5463 291 
Table 7 File 5 Results 
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Fig 8: File 4 

 

5. Conclusion  

The proposed study is all about content offloading in mobile edge computing. Rather than approaching 
a faraway centralized cloud, in our proposed mechanism, we initially create 6 different networks in 
packet tracer version 7.2 for the Windows operating system. The networks contain end-user devices, 
switches, routers, servers. In every network, a server holds five text files, and we increase the hops 
between end user and server in each network to check which network performance indicator is in use. 
To measure the delay and throughput on every network, every end-user device access and gets the file 
from the server. We discovered that the network with the fewest hops between the user and the server 
has the shortest delay.The security is also enhanced due to having a server in close proximity to the end-
user, and if content is offloaded onto an edge server, the burden on the backhaul network will also be 
overcome. The results of the proposed research work reflect the superiority over traditional cloud 
computing, which is very slow as compared to mobile edge computing. 
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